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#### Abstract

A strong placement game $G$ played on a board $B$ is equivalent to a simplicial complex $\Delta_{G, B}$. We look at weight games, a subclass of strong placement games, and introduce upper bounds on the number of positions with $i$ pieces in $G$, or equivalently the number of faces with $i$ vertices in $\Delta_{G, B}$, which are reminiscent of the Kruskal-Katona bounds.


## 1. Introduction

Our goal in this paper is to study complexes of placement games (Definition 1.1). In [3] we demonstrated that to a placement game $G$ played on a board $B$ one can associate a simplicial complex $\Delta_{G, B}$, where $G$ can be considered as a game played on $\Delta_{G, B}$.

The main question addressed in this paper is: What complexes can be legal complexes of a placement game?

We give partial answers to this question in specific cases: when the board is a path, a cycle, or a complete graph (also see [5]).

We begin by introducing some of the concepts needed. A complete introduction is given in [3].

Definition 1.1. A strong placement game is a combinatorial game played on a graph which satisfies the following:
(i) The starting position is the empty board.
(ii) Players place pieces on empty spaces of the board according to the rules.
(iii) Pieces are not moved or removed once placed.
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(iv) If it is possible to reach a position through a sequence of legal moves, then any sequence of moves leading to this position consists only of legal moves.

The Trivial placement game on a board is the placement game that has no additional rules.

Throughout this paper "placement game" refers to a strong placement game. Since placement games are played on a graph, we use the terms board and graph, and space and vertex interchangeably.

A basic position is a board with only one piece placed. Any position, whether legal or illegal, in a placement game can be decomposed into basic positions.

Definition 1.2. A simplicial complex $\Delta$ on a finite vertex set $V$ is a set of subsets (called faces) of $V$ with the conditions that if $A \in \Delta$ and $B \subseteq A$, then $B \in \Delta$. The $f$-vector $\left(f_{0}, f_{1}, \ldots, f_{k}\right)$ of a simplicial complex $\Delta$ enumerates the number of faces $f_{i}$ with $i$ vertices. Note that if $\Delta \neq \varnothing$, then $f_{0}=1$.

The legal complex [3], denoted by $\Delta_{G, B}$, is the simplicial complex whose faces correspond to the legal positions of the placement game $G$ played on the board $B$.

Question 1.3. Is every simplicial complex the legal complex of a placement game?

In respect to this question, we are interested in the possible $f$-vectors of legal complexes, thus we will consider the following.

The number of positions in $G$ on $B$ with $i$ pieces played, or equivalently the number of faces with $i$ vertices in the legal complex $\Delta_{G, B}$, is denoted by $f_{i}(G, B)$, or shortened to $f_{i}$ if the game and board are clear. In this work, we will be considering upper bounds on $f_{i}(G, B)$. Specifically, we will be considering Kruskal-Katona type bounds for weight games played on a path, on a cycle, or on a complete graph.

## 2. The Kruskal-Katona theorem

Kruskal [7] and Katona [6] proved that for each pair of nonnegative integers $f$ and $i, f$ can be written in the form

$$
f=\binom{n_{i}}{i}+\binom{n_{i-1}}{i-1}+\cdots+\binom{n_{i-s}}{i-s},
$$

where $n_{i}>n_{i-1}>\cdots>n_{i-s} \geq i-s \geq 1$ are unique. This sum is called the $i$-canonical representation of $f$.

We can then define the $j$-th pseudopower of $f$, for $j \geq 1$, as

$$
f_{i}^{(j)}=\binom{n_{i}}{j}+\binom{n_{i-1}}{j-1}+\cdots+\binom{n_{i-s}}{j-s} .
$$

The Kruskal-Katona theorem gives necessary and sufficient conditions for a vector $\left(f_{0}, f_{1}, \ldots, f_{k}\right)$ with entries from the nonnegative integers to be the $f$-vector of a simplicial complex. The following is the version proven by Kruskal.

Theorem 2.1 (Kruskal [7]). Let $\left(f_{0}, f_{1}, \ldots, f_{k}\right)$, be a sequence of nonnegative integers. The following statements are equivalent:
(i) $\left(f_{0}, f_{1}, \ldots, f_{k}\right)$ is the $f$-vector of a nonempty simplicial complex.
(ii) $f_{0}=1$ and $f_{j} \leq f_{i}^{(j)}$ for all $1 \leq i \leq j$.
(iii) $f_{0}=1$ and $f_{j} \geq f_{i}^{(j)}$ for all $1 \leq j \leq i$.

To show that (ii) holds, it is sufficient to show that $f_{0}=1$ and $f_{i+1} \leq f_{i}^{(i+1)}$ for all $i \geq 1$ since all other cases follow. Similarly, to show (iii), showing $f_{0}=1$ and $f_{j} \geq f_{j+1}^{(j)}$ for all $j \geq 1$ is sufficient. The Kruskal-Katona theorem is usually stated in terms of either one of these.

If the answer to Question 1.3 is "no", then not every vector that is an $f$-vector of a simplicial complex is also an $f$-vector of a legal complex. Thus for the remainder, after introducing weight games, we will give improved upper bounds on the entries of an $f$-vector of a legal complex.

## 3. Games with weight

In the remainder, we will consider playing pieces of larger size. Specifically, we call the number of connected vertices a piece covers the weight of this piece.

Many placement games have pieces of weight greater than 1. For example, in Domineering [1] and Crosscram [4], Left and Right both play dominoes as their pieces, and so their pieces are of weight 2 . Also, as we will mention in Remark 4.4, every placement game with weight on a path is equivalent to a partizan octal game.

Example 3.1. Consider the board given in Figure 1. A piece that has weight 4 could for example be played on the vertex set $\{1,2,3,4\}$, but not on the vertex set $\{1,3,5,6\}$ since these vertices are not connected.


Figure 1. An example board.

We usually assume that every piece of Left has the same weight $a$, and every piece of Right has the same weight $b$.
Definition 3.2. A placement game in which the players play pieces of fixed weights is called a game with weights. If the game has no rules besides pieces having to be placed on connected sets of empty vertices, we call it a weight game. A 2-player weight game will be denoted by $W(a, b)$, where $a$ is the weight that Left plays, while $b$ is the weight that Right plays.

Essentially, the weight game is the Trivial placement game with weights.
In [5], it is shown that the game $W(a, a)$ played on a path or a cycle is equivalent to another placement game in which both Left and Right play pieces of weight 1 . This is not necessarily true though if we force every basic position to be legal, as the following discussion shows.

Consider a placement game $G$ in which both Left and Right play pieces of weight 1 and every basic position is legal. Since the basic positions in this case consists of Left or Right occupying a single vertex, we have $n$ Left and Right basic positions each, where $n$ is the number of vertices of the board. Thus we have that the number of legal positions with one piece is the number of basic positions, namely $f_{1}=2 n$.

This also implies that a weight game $W(a, b)$ where $f_{1}$ is odd is not equivalent to a placement game where both Left and Right play pieces of weight 1 and basic positions are legal. Weight games with $f_{1}$ odd indeed exist, as seen in the following example.
Example 3.3. Consider $W(1,2)$ played on $P_{2}$. The basic positions are

and thus if all basic positions are legal, then $f_{1}=3$.
Suppose the weight of the Left pieces is $a$ and the weight of the Right pieces $b$ and without loss of generality $a \leq b$, then Left would be able to place at most $\lfloor n / a\rfloor$ pieces on a board of $n$ vertices. If we place a mix of Left and Right pieces or just Right pieces, the number of pieces we are able to place will be equal or less. Thus if the $f$-vector of the legal complex is $\left(f_{0}, f_{1}, \ldots, f_{k}\right)$, then

$$
k \leq \max \{\lfloor n / a\rfloor,\lfloor n / b\rfloor\} .
$$

Proposition 3.4. For legal complexes corresponding to games on any board of $n$ vertices with pieces of weight 1 , we have

$$
f_{i} \leq\binom{ n}{i} 2^{i} .
$$

for $i \geq 0$.

Proof. We will consider the number of positions with $i$ pieces of weight 1 in the placement game that has no additional rules, i.e., the Trivial placement game. As we add rules to this game to get other placement games with pieces of weight 1 , the number of positions decreases, thus the number of such positions in Trivial gives the maximum. In Trivial, there are $\binom{n}{i}$ ways to choose $i$ spaces to place pieces; for each there are 2 choices: either a Left piece, or a Right piece. Our claim now follows.

We will now look at how playing pieces of specified weight on different classes of boards influences the $f$-vector of the corresponding legal complex. The classes of boards we specifically look at are paths, cycles, and complete graphs.

Note that the $f$-vector of a weight game gives an upper bound on the $f$-vector of a game with the same weights. Thus the formulae for the weight games in the following sections give bounds for games with weight.

In [5], these formulae are also generalized to $t$-player weight games.

## 4. Playing on the path $\boldsymbol{P}_{\boldsymbol{n}}$

In this section, we study placement games played on the path $P_{n}, n \geq 1$, in which Left plays pieces of weight $a$ and Right pieces of weight $b$.

Proposition 4.1. If a simplicial complex is the legal complex of a weight game $W(a, b)$ played on $P_{n}$ then

$$
f_{1}= \begin{cases}0 & \text { if } a, b>n  \tag{1}\\ n-a+1 & \text { if } a \leq n \text { and } b>n \\ n-b+1 & \text { if } a>n \text { and } b \leq n \\ 2 n-a-b+2 & \text { if } a, b \leq n\end{cases}
$$

Proof. We are measuring the number of legal basic positions. If $a, b>n$, then neither Left nor Right can place a piece, thus $f_{1}=0$. If $n \geq a$, then placing one piece of weight $a$ on a strip of length $n$ is equivalent to placing one piece of weight 1 (think of the left-most end of the piece) on a strip of length $n-(a-1)=n-a+1$, so the second and third case follow. Similarly, for the final case

$$
f_{1}=(n-a+1)+(n-b+1)=2 n-a-b+2
$$

Proposition 4.2. In a weight game $W(a, b)$ played on $P_{n}$, the number of positions with one Left and one Right piece is

$$
N_{L R}= \begin{cases}0 & \text { if } a+b>n \\ 2\binom{n-a-b+2}{2} & \text { if } a+b \leq n\end{cases}
$$



Figure 2. Proof to Proposition 4.2: placing a piece of weight $a$ on a path.
The number of positions with two Left pieces or two Right pieces, respectively, is

$$
N_{L L}=\left\{\begin{array}{ll}
0 & \text { if } 2 a>n, \\
\binom{n-2 a+2}{2} & \text { if } 2 a \leq n ;
\end{array} \quad N_{R R}= \begin{cases}0 & \text { if } 2 b>n \\
\binom{n-2 b+2}{2} & \text { if } 2 b \leq n\end{cases}\right.
$$

For the legal complex of such a game we have

$$
\begin{equation*}
f_{2}=N_{L R}+N_{L L}+N_{R R} \tag{2}
\end{equation*}
$$

Proof. To find $N_{L R}$ when $n \geq a+b$, we only consider the case in which the Left piece is the left-most piece. The other case is symmetric. We will first place the Left piece in position $i$. To be able to fit a Right piece to the right of this, we have $1 \leq i \leq n-a-b+1$. The strip to the right then has length $n-(i+a-1)=n-a+1-i$ (see Figure 2). Thus we have $n-a+1-i-(b-1)=n-a-b+2-i$ choices to place the Right piece (see Proposition 4.1). Thus the number of position with Left on the left and Right on the right is

$$
\begin{aligned}
\sum_{i=1}^{n-a-b+1} & (n-a-b+2-i) \\
= & (n-a-b+1)(n-a-b+2)-\sum_{i=1}^{n-a-b+1} i \\
\quad= & (n-a-b+1)(n-a-b+2)-\frac{1}{2}(n-a-b+1)(n-a-b+2) \\
\quad= & \frac{1}{2}(n-a-b+1)(n-a-b+2) \\
\quad= & \binom{n-a-b+2}{2}
\end{aligned}
$$

Then $N_{L R}=2\binom{n-a-b+2}{2}$.
Similarly, the number of positions with Left on the left and right for $n \geq 2 a$ and Right on the left and right for $n \geq 2 b$ respectively, then are

$$
N_{L L}=\binom{n-2 a+2}{2}, \quad N_{R R}=\binom{n-2 b+2}{2}
$$



Figure 3. An example position for $W(2,3)$ on $P_{5}$.


Figure 4. The legal complex $\Delta_{W(2,3), P_{5}}$.
Since these are the only three possibilities for pairs of pieces, (2) follows immediately.

It is easy to see that if $a=b=1$, then the previous two bounds are

$$
f_{1}=2 n ; \quad f_{2}=4\binom{n}{2} .
$$

These are the bounds given in Proposition 3.4.
Example 4.3. Consider $W(2,3)$ on the path $P_{5}$. Let $x_{i}$ represent a Left piece occupying the spaces $i$ and $i+1$, and similarly for $y_{i}$. For example, the position in Figure 3 is represented by $x_{1} y_{3}$. The corresponding simplicial complex is given in Figure 4.

By Propositions 4.1 and 4.2 we have

$$
\begin{aligned}
& f_{0}=1, \\
& f_{1}=2 n-a-b+2=7, \\
& f_{2}=\binom{n-2 a+2}{2}+2\binom{n-a-b+2}{2}=5,
\end{aligned}
$$

and since $\max \{\lfloor n / a\rfloor,\lfloor n / b\rfloor\}=2$, we get the $f$-vector $(1,7,5)$, which can be verified from the simplicial complex.

To compare this with the Kruskal-Katona bound, we first need to find the $i$-canonical representations and calculate the $j$-th pseudopowers:

$$
\begin{gathered}
f_{1}=\binom{7}{1}, \quad f_{1}^{(2)}=\binom{7}{2}=21, \\
f_{2}=\binom{3}{2}+\binom{2}{1}, \quad f_{2}^{(3)}=\binom{3}{3}+\binom{2}{2}=2, \quad f_{2}^{(1)}=\binom{3}{1}+\binom{2}{0}=4 .
\end{gathered}
$$

Then $f_{2}=5<f_{1}^{(2)}=21, f_{3}=0<f_{2}^{(3)}=2$, and $f_{1}=7>f_{2}^{(1)}=4$, showing that the formulae in Propositions 4.1 and 4.2 give, at least for this example, improved
necessary conditions for a vector to be the $f$-vector of a legal complex of a placement game played on a path over the ones given in the Kruskal-Katona theorem.

We will now show that for fixed $a$ and $b$ and sufficiently large $n$, then the bound in Proposition 4.2 on $f_{2}$ is better than the Kruskal-Katona bound. By the Kruskal-Katona theorem we have

$$
f_{2} \leq f_{1}^{(2)}=\binom{2 n-a-b+2}{2}=\frac{1}{2}\left[4 n^{2}+n(6-4 a-4 b)+g(a, b)\right]
$$

where $g(a, b)$ is a function in $a$ and $b$, whereas Proposition 4.2 gives

$$
\begin{aligned}
f_{2} & =\binom{n-2 a+1}{2}+\binom{n-2 b+1}{2}+2\binom{n-a-b+1}{2} \\
& =\frac{1}{2}\left[4 n^{2}+2 n(6-4 a-4 b)+h(a, b)\right]
\end{aligned}
$$

where $h(a, b)$ is a function in $a$ and $b$. Since $a, b \geq 1$, and thus $6-4 a-4 b<0$, we have $\frac{1}{2}\left[4 n^{2}+2 n(6-4 a-4 b)+g(a, b)\right]<\frac{1}{2}\left[4 n^{2}+n(6-4 a-4 b)+h(a, b)\right]$ for sufficiently large $n$, showing that as $n$ grows larger our bound becomes increasingly better than the Kruskal-Katona bound.

Remark 4.4. The game O 12 is the weight game $W(1,2)$. It is mentioned by Brown et al. in [2] that this game played on a path is equivalent to the partizan Octal game where Left removes one piece and Right two, and both have the possibility to split the heap. It is easy to see that weight games played on a path are all equivalent to a specific partizan Octal game.

## 5. Playing on the cycle $\boldsymbol{C}_{\boldsymbol{n}}$

Consider Left playing pieces of weight $a$ and Right pieces of weight $b$ on a cycle of length $n \geq 3$. For this board, the "left" end of a piece is the end in counter-clockwise direction.

Proposition 5.1. If a simplicial complex is the legal complex of $W(a, b)$ played on $C_{n}$ then

$$
f_{1}= \begin{cases}0 & \text { if } a, b>n  \tag{3}\\ n & \text { if either } a \leq n \text { or } b \leq n \text { but not both } \\ 2 n & \text { if } a, b \leq n\end{cases}
$$

Proof. The left end of a piece can be placed on any of the $n$ spaces if its weight is less than $n$, no matter if it is a Right or Left piece.
Proposition 5.2. If a simplicial complex is the legal complex of $W(a, b)$ played on $C_{n}$ then

$$
\begin{equation*}
f_{2}=N_{L L}+N_{L R}+N_{R R} \tag{4}
\end{equation*}
$$



Figure 5. An example position for $W(2,3)$ on $C_{5}$.
where
$N_{L L}=\left\{\begin{array}{ll}0 & \text { if } 2 a>n, \\ \frac{1}{2} n(n-2 a+1) & \text { if } 2 a \leq n,\end{array} \quad N_{R R}= \begin{cases}0 & \text { if } 2 b>n, \\ \frac{1}{2} n(n-2 b+1) & \text { if } 2 b \leq n,\end{cases}\right.$
are the number of positions with two Left pieces, respectively two Right pieces, and

$$
N_{L R}= \begin{cases}0 & \text { if } a+b>n \\ n(n-a-b+1) & \text { if } a+b \leq n\end{cases}
$$

is the number of positions with one Left and one Right piece.
Proof. We will first look at the number of positions with two Left pieces if $n \geq 2 a$. There are $n$ choices for placing the first piece. Placing the second piece is equivalent to placing one piece on the path $P_{n-a}$, i.e., there are $(n-a)-$ ( $a-1$ ) choices for placing the second piece. Due to symmetry, there are then $\frac{1}{2} n(n-2 a+1)$ positions of this form. Similarly, the number of positions with two Right pieces is $\frac{1}{2} n(n-2 b+1)$ if $n \geq 2 b$.

To count the number of positions with one Left and one Right piece when $n \geq a+b$, we first place the Left, then the Right piece. There are $n$ choices for placing the Left piece. Placing the Right piece is then equivalent to placing a piece of weight $b$ on the path $P_{n-a}$, i.e., there are $(n-a)-(b-1)$ choices for placing the second piece. Thus, there are $n(n-a-b+1)$ positions of this form.

If $a=b=1$, then the previous two bounds are

$$
f_{1}=2 n, \quad f_{2}=4\binom{n}{2}
$$

which are the bounds given in Proposition 3.4.
Example 5.3. Consider $W(2,3)$ on the cycle $C_{5}$. Let $x_{i}$ represent a Left piece whose left end is on space $i$, and similarly for $y_{i}$; e.g., the position in Figure 5 is represented by $x_{1} y_{3}$. The corresponding legal complex is given in Figure 6.


Figure 6. The legal complex $\Delta_{W(2,3), C_{5}}$.

By Propositions 5.1 and 5.2 we have

$$
\begin{aligned}
& f_{0}=1 \\
& f_{1}=2 n=10 \\
& f_{2}=\frac{1}{2} n(n-2 a+1)+n(n-a-b+1)=10
\end{aligned}
$$

and since $\max \{\lfloor n / a\rfloor,\lfloor n / b\rfloor\}=2$, we get the $f$-vector $(1,10,10)$, which can be verified from the simplicial complex.

We will compare these with the Kruskal-Katona bound. The $i$-canonical representations and $j$-th pseudopowers are

$$
\begin{gathered}
f_{1}=\binom{10}{1}, \quad f_{1}^{(2)}=\binom{10}{2}=45, \\
f_{2}=\binom{5}{2}, \quad f_{2}^{(3)}=\binom{5}{3}=10, \quad f_{2}^{(1)}=\binom{5}{1}=5 .
\end{gathered}
$$

Then $f_{2}=10<f_{1}^{(2)}=45, f_{3}=0<f_{2}^{(3)}=10$, and $f_{1}=10>f_{2}^{(1)}=5$, showing that for this example Propositions 5.1 and 5.2 give improved necessary conditions for a vector to be the $f$-vector of a legal complex of a placement game played on a cycle over the ones given in the Kruskal-Katona theorem.

Similar to placement games on a path, we have that for fixed $a$ and $b$ and sufficiently large $n$ the bound in Proposition 5.2 on $f_{2}$ is better than the KruskalKatona bound. By the Kruskal-Katona theorem we have

$$
f_{2} \leq f_{1}^{(2)}=\binom{2 n}{2}=\frac{1}{2}\left[4 n^{2}+n(-2)\right]
$$

whereas Proposition 5.2 gives

$$
\begin{aligned}
f_{2} & =\frac{1}{2} n(n-2 a+1)+\frac{1}{2} n(n-2 b+1)+n(n-a-b+1) \\
& =\frac{1}{2}\left[4 n^{2}+n(4-4 a-4 b)\right]<\frac{1}{2}\left[4 n^{2}+n(-2)\right],
\end{aligned}
$$

since $a, b \geq 1$ implies $4-4 a-4 b \leq-4$, showing that as $n$ grows larger our bound becomes increasingly better than the Kruskal-Katona bound.

## 6. Playing on the complete graph $K_{n}$

Finally, we will consider placement games played on a complete graph of $n$ vertices in which Left places pieces of weight $a$ and Right pieces of weight $b$.

Proposition 6.1. If a simplicial complex is the legal complex of $W(a, b)$ played on $K_{n}$ then

$$
\begin{equation*}
f_{k}=\sum_{l=0}^{k}\left(\frac{\prod_{i=0}^{k-l-1}\binom{n-i a}{a}}{(k-l)!}\right)\left(\frac{\prod_{j=0}^{l-1}\binom{n-(k-l) a-j b}{b}}{l!}\right) \tag{5}
\end{equation*}
$$

for $k \geq 0$.
Proof. Playing a piece of weight $a$ on the complete graph with $n$ vertices is equivalent to deleting $a$ vertices from the graph. Thus placing a second piece on the graph is equivalent to placing a piece on the complete graph on $n-a$ vertices.

Also, since every pair of vertices is connected, playing a piece of weight $a$ is equivalent to playing $a$ pieces of weight 1 , thus there are $\binom{n}{a}$ choices for placing the piece.

Thus playing $s$ pieces of weight $a$ we have

$$
\frac{\prod_{i=0}^{s-1}\binom{n-i a}{a}}{s!}
$$

choices. Then playing $k-l$ pieces of weight $a$ and $l$ pieces of weight $b$ (assuming without loss of generality we place the pieces of weight $a$ first) we have

$$
\frac{\prod_{i=0}^{k-l-1}\binom{n-i a}{a}}{(k-l)!} \frac{\prod_{j=0}^{l-1}\binom{n-(k-l) a-j b}{b}}{l!}
$$

different positions.
To get the total number of positions with $k$ pieces played, we let $l$ range from 0 to $k$ and add the terms, giving (5).

If $a=b$, then the previous bound becomes

$$
\begin{aligned}
f_{k} & =\sum_{l=0}^{k} \frac{n(n-1) \cdots(n-(k-l) a+1)(n-(k-l) a) \cdots(n-k a+1)}{(k-l)!l!(a!)^{k}} \\
& =\frac{n!}{(n-k a)!(a!)^{k}} \sum_{l=0}^{k} \frac{1}{k!}\binom{k}{l}=\frac{n!}{(n-k a)!k!(a!)^{k}} \sum_{l=0}^{k}\binom{k}{l} \\
& =\frac{n!}{(n-k a)!k!(a!)^{k}} 2^{k} .
\end{aligned}
$$

If $a=b=1$, then this becomes

$$
f_{k}=\frac{n!}{(n-k)!k!} 2^{k}=\binom{n}{k} 2^{k}
$$

which is the bound given in Proposition 3.4.
If we assume without loss of generality that $a \leq b$, then we have

$$
\begin{aligned}
f_{k} & =\sum_{l=0}^{k} \frac{n(n-1) \cdots(n-(k-l) a-l b+1)}{(k-l)!l!(a!)^{k-l}(b!)^{l}} \\
& =\frac{n!}{k!} \sum_{l=0}^{k} \frac{\binom{k}{l}}{(a!)^{k-l}(b!)^{l}(n-(k-l) a-l b)!} \\
& \leq \frac{n!}{k!} \sum_{l=0}^{k} \frac{\binom{k}{l}}{(a!)^{k}(n-k b)!}=\frac{n!}{(n-k b)!k!(a!)^{k}} 2^{k} .
\end{aligned}
$$

We can similarly find a lower bound. Thus

$$
\frac{n!}{(n-k a)!k!(b!)^{k}} 2^{k} \leq f_{k} \leq \frac{n!}{(n-k b)!k!(a!)^{k^{2}}} 2^{k}
$$

For fixed $a, b$, and $k$, we then have

$$
n(n-1) \cdots(n-k a+1) \frac{2^{k}}{k!(b!)^{k}} \leq f_{k} \leq n(n-1) \cdots(n-k b+1) \frac{2^{k}}{k!(a!)^{k}}
$$

and since
$n(n-1) \cdots(n-k a+1) \geq(n-k a+1)^{k a}$ and $n(n-1) \cdots(n-k b+1) \leq n^{k b}$,
this implies

$$
C^{\prime}(n-k a+1)^{k a}=C^{\prime} n^{k a}+O\left(n^{k a-1}\right) \leq f_{k} \leq C n^{k b}
$$

where $C$ and $C^{\prime}$ are constants depending on $a$ and $k$, respectively $b$ and $k$.
Also note that $W(a, b)$ played on the complete graph $K_{n}$ is the least restrictive game on the most connected board. Thus the formula in Proposition 6.1 gives upper bounds for any placement game with weights on any board.

Example 6.2. Consider $W(2,2)$ and let the board be the complete graph $K_{4}$. Let $x_{i, j}$ represent a Left piece occupying the vertices $i$ and $j$, and similarly for $y_{i, j}$. For example the position in Figure 7 is represented by $x_{1,4} y_{2,3}$. The corresponding simplicial complex is given in Figure 8.


Figure 7. An example position for $W(2,2)$ on $K_{4}$.


Figure 8. The legal complex $\Delta_{W(2,2), K_{4}}$.

By Proposition 6.1 we have

$$
\begin{aligned}
& f_{0}=1 \\
& f_{1}=\binom{n}{a}+\binom{n}{b}=12 \\
& f_{2}=\frac{\binom{n}{a}\binom{n-a}{a}}{2}+\binom{n}{a}\binom{n-a}{b}+\frac{\binom{n}{b}\binom{n-b}{b}}{2}=12
\end{aligned}
$$

and since $\max \{\lfloor n / a\rfloor,\lfloor n / b\rfloor\}=2$, we get the $f$-vector $(1,12,12$ ), which can be verified from the simplicial complex.

The $i$-canonical representations and the $j$-th pseudopowers are

$$
\begin{array}{ll}
f_{1}=\binom{12}{1}, & f_{1}^{(2)}=\binom{12}{2}=66 \\
f_{2}=\binom{5}{2}+\binom{2}{1}, & f_{2}^{(3)}=\binom{5}{3}+\binom{2}{2}=11 \\
& f_{2}^{(1)}=\binom{5}{1}+\binom{2}{0}=6
\end{array}
$$

Then $f_{2}=12<f_{1}^{(2)}=66, f_{3}=0<f_{2}^{(3)}=11$, and $f_{1}=12>f_{2}^{(1)}=6$, showing that for this example the formula in Proposition 6.1 gives improved necessary conditions for a vector to be the $f$-vector of a legal complex.

We will now show that for fixed $a$ and $b$ and sufficiently large $n$, the bound in Proposition 6.1 for $f_{2}$ is better than the Kruskal—Katona bound. By the Kruskal-Katona theorem we have

$$
f_{2} \leq f_{1}^{(2)}=\binom{\binom{n}{a}+\binom{n}{b}}{2}=\frac{1}{2}\left[\binom{n}{a}\left(\binom{n}{a}+2\binom{n}{b}-1\right)+\binom{n}{b}\left(\binom{n}{b}-1\right)\right]
$$

whereas Proposition 6.1 gives

$$
\begin{aligned}
f_{2} & =\frac{1}{2}\binom{n}{a}\binom{n-a}{a}+\frac{1}{2}\binom{n}{b}\binom{n-b}{b}+\binom{n}{a}\binom{n-a}{b} \\
& =\frac{1}{2}\left[\binom{n}{a}\left(\binom{n-a}{a}+2\binom{n-a}{b}\right)+\binom{n}{b}\binom{n-b}{b}\right] .
\end{aligned}
$$

Recall that $f(n)=O(g(n))$ means that $f(n) \leq C g(n)$ for some positive constant $C$. Then $f(n)=O\left(n^{k}\right)$ means that $f(n)$ is bounded by a polynomial of degree at most $k$. Also recall that $f(n)=g(n)+O\left(n^{k}\right)$ means $f(n)-g(n)=O\left(n^{k}\right)$.

Since

$$
\begin{aligned}
\binom{n}{i} & =\frac{1}{i!}\left(n^{i}-n^{i-1} \frac{1}{2} i(i-1)+O\left(n^{i-2}\right)\right) \text { for } i \geq 2 \\
\binom{n-i}{j} & =\frac{1}{j!}\left(n^{j}-n^{j-1} \frac{1}{2} j(j+2 i-1)+O\left(n^{j-2}\right)\right) \text { for } j \geq 2
\end{aligned}
$$

it easily follows that $\binom{n-a}{a}+2\binom{n-a}{b} \leq\binom{ n}{a}+2\binom{n}{b}-1$ and $\binom{n-b}{b} \leq\binom{ n}{b}-1$. Thus

$$
\begin{aligned}
\frac{1}{2}\left[\binom{n}{a}\left(\binom{n-a}{a}+2\binom{n-a}{b}\right)\right. & \left.+\binom{n}{b}\binom{n-b}{b}\right] \\
& <\frac{1}{2}\left[\binom{n}{a}\left(\binom{n}{a}+2\binom{n}{b}-1\right)+\binom{n}{b}\left(\binom{n}{b}-1\right)\right]
\end{aligned}
$$

showing that the new bound is better than the Kruskal-Katona bound as $n$ grows larger.

We have not compared the bounds for $f_{k}$ with $k>2$ since it is difficult to find the $i$-canonical representation of $f_{k-1}$ in this case.

## 7. Discussion

A general question is to find sufficient conditions for a simplicial complex to be a legal complex. Since it is already not easy to find necessary conditions for a vector to be the $f$-vector of a legal complex, this seems to be very hard and much further work is needed.
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