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#### Abstract

Dress et al. ${ }^{4}$ recently proved the additive periodicity of rows of the Sprague-Grundy function ${ }^{7,5}$ of a class of Nim-like games including Wythoff's Game ${ }^{8}$. This implies that the function for each row minus its saltus is periodic and can be computed by a finite state machine.

The proof presented here, which was developed independently and in ignorance of the above result, proceeds in exactly the opposite direction by explicitly constructing a finite state machine with $o\left(n^{2}\right)$ bits of state to compute $\mathcal{H}(m, n)=\mathcal{G}(m, n)-m+2 n$, for all $m$ and fixed $n$. From this, the periodicity of $\mathcal{H}$ and the additive periodicity of $\mathcal{G}$ follow trivially.


## 1. Introduction

Note: The original lecture on this material is available on streaming video at http://www.msri.org/publications/ln/msri/2000/gametheory/landman/1/.

Wythoff's Game (also called Wythoff's Nim or simply Wyt) is an impartial 2-player game played with 2 piles of counters. Each player may, on their turn, remove any number of counters from either pile, or remove the same number of counters from both piles. The player removing the last counter wins. The set of winning positions (those for which the Sprague-Grundy value $\mathcal{G}(m, n)$ equals $0)$ is well-known ${ }^{3,1}$. However, no direct formula is known for computing the Sprague-Grundy value $\mathrm{G}(m, n)$ of an arbitrary position with $m$ counters in one pile and $n$ in the other; it appears necessary to compute all the $\mathrm{G}(i, j)$-values for smaller games $(i \leq m, j \leq n, i+j<m+n)$ first.

It is clearly impossible to compute the $n$-th row of G (that is, the sequence $\left.G_{n}(m)=\mathrm{G}(m, n)\right)$ directly with a finite state machine. One reason is that the values grow without bound, and thus the number of bits needed to represent the value will eventually exceed the capacity of any FSM. It also appears at first
that the FSM would have to remember an ever-growing number of values which have already been used. The following lemmas provide bounds on G and allow us to overcome these obstacles.

## 2. Bounds on $\mathrm{G}(m, n)$

Lemma 1. $\mathrm{G}(m, n) \leq m+n$.
Proof: by induction on $m+n$. First observe that $G(0,0)=0 \leq 0+0$. Assume that, for all $i, j$ such that $i+j \leq m+n$, we have $\mathrm{G}(i, j) \leq i+j$. When calculating $\mathrm{G}(m, n)$, the set $A$ of values to be excluded contains only values which are $<m+n$. So $\mathrm{G}(m, n)=\operatorname{mex}(A) \leq \max (A)+1 \leq(m+n-1)+1=m+n$.

Lemma 2. $\mathrm{G}(m, n) \geq m-2 n$.
Proof: Assume $g=\mathrm{G}(m, n)<m-2 n$. This implies that $g$ did not appear as any $\mathrm{G}(k, n)$ for $k<m$ ( $m$ times in all). Now there are only three reasons why $g$ would not appear for any particular $k$. Either $\mathrm{G}(k, n)<g$, which can only happen at most $g$ times, or $g$ cannot appear because some $\mathrm{G}(k, j)$ for $j<n$ equals $g$, or $g$ cannot appear because some $\mathrm{G}(k-i, n-i)$ for $0 \leq i \leq \min (k, n)$ equals $g$. But since $g$ can appear at most once in each row, the second and third reasons can only happen at most $n$ times each. So the total number of times $g$ does not occur must be no more than $g+2 n<(m-2 n)+2 n=m$, which is a contradiction.

We note in passing that every non-negative integer $g$ must eventually appear in each row, that is, for all $g$ and $n$ there exists $m$ such that $g=\mathrm{G}(m, n)$. Not only must each $g$ appear, but the above lemmas bound its position $m$ : $g-n \leq m \leq g+2 n$. Since we also have (by definition of mex) that no integer can appear more than once, each row is a permutation of the non-negative integers.

## 3. Main Theorem

If we now define $\mathrm{H}(m, n)=\mathrm{G}(m, n)-m+2 n$, we can see from the above lemmas that $0 \leq \mathrm{H}(m, n) \leq 3 n$ for all $m$. (Other saltus-adjusted functions besides $H$ would also work for what follows, but this $H$ seems one of the more natural choices.) If we know H we can compute $\mathrm{G}(m, n)=\mathrm{H}(m, n)+m-2 n$ quite easily. $G$ is additively periodic iff $H$ is periodic. And the values of $H$ do not grow without bound, so the first obstacle is obviously overcome. What is less obvious but nonetheless true is that the second obstacle is also overcome.

Define the Left, Slanting, and Down sets: Let $L(m, n)$ be the set of integers which appear to the left of $\mathrm{G}(m, n)$, i.e. $L(m, n)=\{\mathrm{G}(m-k, n): 1 \leq k \leq m\}$. Similarly let $S(m, n)=\{\mathrm{G}(m-k, n-k): 1 \leq k \leq \min (m, n)\}$ and $D(m, n)=$ $\mathrm{G}(m, n-k): 1 \leq k \leq n$. $L$ contains the G -values corresponding to moves which remove counters from the pile of $m, D$ to those which remove conters from the pile of $n$, and $S$ to those which remove counters from both piles. We can calculate

G or H from $L, S$, and $D$, since $A(m, n)=L(m, n) \cup S(m, n) \cup D(m, n)$ is the set of elements to be excluded when calculating G , that is, $\mathrm{G}=\operatorname{mex}(A)$. And both $S$ and $D$ are bounded in size; they each never have more than $n$ elements. Unfortunately $L(m, n)$ grows arbitrarily large as $m$ increases, so it cannot be directly held in a FSM. We need to find a more clever and compact way to represent these sets.

Let $L^{\prime}(m, n)=((m-2 n) \ldots(m+n))-L(m, n)$, which, by lemmas 1 and 2 , is the set of all numbers $\leq m+n$ which are not in $L . L^{\prime}(m, n)$ can be represented as a bit-array of $3 n+1$ bits for all $m$, indicating which of the numbers from $m-2 n$ to $m+n$ it contains. We similarly construct $S^{\prime}(m, n)$ and $D^{\prime}(m, n)$, which have the same size. By definition we have $\mathrm{G}(m, n)=\operatorname{mex}(L(m, n) \cup S(m, n) \cup D(m, n))=$ $\min \left(L^{\prime}(m, n) \cap S^{\prime}(m, n) \cap D^{\prime}(m, n)\right)$.

To compute H $(m, n)$ for all $m$, it is sufficient to keep track of the sets $L^{\prime}(m, 0)$, $L^{\prime}(m, 1), \ldots, L^{\prime}(m, n-1), L^{\prime}(m, n), S^{\prime}(m, 0), S^{\prime}(m, 1), \ldots, S^{\prime}(m, n-1), S(m, n)$, and $D^{\prime}(m, n) .\left(D^{\prime}(m, 0), D^{\prime}(m, 1), \ldots, D^{\prime}(m, n-1)\right.$ are all subsets of $D^{\prime}(m, n)$ and do not need to be stored separately if the bit-array representation is used.) This gives $o(n)$ sets which are each $o(n)$ bits, for a total number of bits which is $o\left(n^{2}\right)$. Only the sets $L^{\prime}(m, n), S^{\prime}(m, n)$, and $D^{\prime}(m, n)$ are needed directly to compute $\mathrm{H}(m, n)$ and $L^{\prime}(m+1, n)$, but the other sets are needed to compute e.g. $S^{\prime}(m+1, n)$ and $D^{\prime}(m+1, n)$.

For example, to calculate $L^{\prime}(m+1, k)$, we take $L^{\prime}(m, k)$, unset the bit corresponding to $\mathrm{H}(m, k)$, shift over 1 , and set the end bit corresponding to $m+k+1$. This is guaranteed never to shift a set bit off the other end (due to lemma 2). so the number of set bits in $L^{\prime}(m, k)$ is constant (equal to $k+1$ ) as $m$ varies. Similarly, $S^{\prime}(m+1, k)$ can be calculated from $S^{\prime}(m, k-1)$ and H $(m, k)$. The $D^{\prime}(m+1, k)$ can be computed "bottom up" in sequence starting from $k=0$.

In addition to the above storage requirements, a program to calculate $H$ by this method might also need one or more variables whose value is bounded by $n$ (for example, to do the counting from $k=0$ to $n$ while computing $D^{\prime}$ ). However, a finite number of these suffice, and each of them requires only $o(\log (n))$ bits. Therefore the $n$-th row can be computed by a finite state machine with $b=o\left(n^{2}\right)$ total bits of state.

This result tells us immediately that $\mathrm{H}(m, n)$ is eventually periodic for fixed $n$, since after no more than $2^{b}$ steps it must reenter a state previously visited and thereafter loop. Therefore $G_{n}(m)$ must be additively periodic.

## 4. Conclusion

The key point in the above proof was the finiteness of storage requirements. It was critical to show that the storage required did not depend on $m$, which increases, but rather only on $n$, which is constant as $m$ varies. The precise amount of storage, or even its being $o\left(n^{2}\right)$, was not really important.

From the computational point of view, it is much simpler to prove periodicity of a bounded function than additive periodicity of an unbounded function, even though the two may be logically equivalent. This is because periodicity is equivalent to computability by a finite state machine; while additive periodicity requires a machine with unbounded storage, placing it in a different and harder computational complexity class.

The technique presented here should be generalizable to many other impartial games, such as the various proposed extensions of Wythoff's Game to more than 2 piles ${ }^{2,6}$.
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